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Promises	and	risks	of	data	science
• Improve	people’s	lives,	e.g.,	

recommendation
• Accelerate	scientific	discovery,	

e.g.,	medicine
• Boost	 innovation,	e.g.,	

autonomous	cars
• Transform	society,	e.g.,	open	

government
• Optimize	business,	e.g.,	

advertisement	targeting

Growing	resentment	
• Against	bad	behaviors:	racism,	

terrorist	sites,	pedophilia,	identity	
theft,	cyberbullying,	cybercrime

• Against	companies:	intrusive	
marketing,	cryptic	personalization	
and	business	decisions	

• Against	governments:	NSA	and	its	
European	counterparts

Increasing	awareness	of	the	
dissymmetry	between	what	
these	systems	know	about	a	
person,	and	what	the	person	
actually	knows
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Éthique	

• Ces	nouvelles	technologies	(en	particulier	
l’analyse	de	données	massives)	prennent	une	
place	considérable	dans	la	vie	de	la	cité

• Elles	doivent	donc	
respecter	les	valeurs	de	la	cité
avoir	un	comportement	éthique

Exemples
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EDBT Summer School 2017

Online price discrimination

�X

lower prices offered to buyers who live in more affluent neighborhoods
https://www.wsj.com/articles/SB10001424127887323777204578189391813881534
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EDBT Summer School 2017

Online job ads

�X

https://www.theguardian.com/technology/2015/jul/08/women-less-likely-ads-high-paid-jobs-google-study

The AdFisher tool simulated job seekers 
that did not differ in browsing behavior, 
preferences or demographic 
characteristics, except in gender. 

One experiment showed that Google 
displayed ads for a career coaching service 
for “$200k+” executive jobs 1,852 times to 
the male group and only 318 times to the 
female group. Another experiment, in July 
2014, showed a similar trend but was not 
statistically significant.
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EDBT Summer School 2017

Racial bias in criminal sentencing

�X

https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing

A commercial tool COMPAS 
automatically predicts some categories 
of future crime to assist in bail and 
sentencing decisions.  It is used in 
courts in the US. 

The tool correctly predicts recidivism 
61% of the time. 

Blacks are almost twice as likely as 
whites to be labeled a higher risk but 
not actually re-offend. 

The tool makes the opposite mistake 
among whites: They are much more 
likely than blacks to be labeled lower 
risk but go on to commit other crimes. 

https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing
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Google	antitrust	case
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Lack	of	
diversity	in	
Social	networks	
such	as	FB	and	
Twitter
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What	is	common	to	all	these?
• Not	a	problem	of	performance	or	reliability
• Various	ethical	issues

– Fairness:	justice,	staplers	case
– Neutrality:	Google	search
– Transparency:	Google	Ads	setting
– Diversity:	filter	bubble
– Privacy
– Explicability
– Accountability
– Loyalty
– Truth
– …
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Future	challenges	in	data	management

An	opinion:
• In	the	past,	the	field	was	driven	by	
– Company	data
– Data	model	&	performance	&	reliability

• In	the	future
– Personal	and	social	data
– Ethical	issues:	fake	news,	privacy,	information	bubble…

Ethics:	concepts	and	principles	that	guide	us	in	
determining	what	behavior	helps	or	harms	us
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Thesis	:	We	have	made	tremendous	
progress	on	how	to	do	things	in	data	
management	and	analysis;	now	is	time	
to	learn	how	to	do	that	properly	

Note	:	also	security
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DATA	ANALYSIS

1. Fairness
2. Transparency
3. Diversity	
4. Privacy
5. Neutrality
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Data	analysis:	Fairness
• Origins	of	bias

– data	collection
• E.g.,	a	crime	dataset	in	which	some	cities	are	under-represented

– data	analysis	
E.g.,	search	engine	skewing	recommendations	in	favor	of	advertising	
customers

• The	bias	may	be	unexpected
– Staplers	more	expensive	for	low	income	families

• The	bias	may	even	be	illegal
– Less	advantageous	financial	products	to	members	of	minority	

groups	
The	issue	is	well-known	in	science
– Scientists	are	expected	to	explain	how	data	was	obtained,	which	

analysis	was	carried	on	it
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Fairness	and	bias

• It	is	not	easy	to	specify	“fairness”
• Bias	depends	on	context:	e.g.,	search	engine	
– If	I	ask	for	a	pizza…
– If	a	child	asks	a	query...
– Bias	for	the	advantage	of	the	user
–We	don’t	expect	bias	for	the	company	of	the	
search	engine
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Effect	on	sub-populations

15

grad	school	admissions

admitted denied

F 1512 2809

M 3715 4727ge
nd

er

positive	
outcomes

35% 
of women

44% 
of men

UC Berkeley 1973: women applied to more competitive departments, 
with low rates of admission among qualified applicants.  

Simpson’s	paradox
disparate impact at the full population level disappears or 
reverses when looking at sub-populations!
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Data	analysis:	Diversity
• Relevance	ranking	(for	recommendation)	

is	typically	based	on	popularity
– Ignores	less	common	information	(in	the	tail)	that	constitutes	in	fact	

the	overwhelming	majority
– Lack	of	diversity	can	lead	to	discrimination,	exclusion.	

• Examples
– on-line	dating	platform	like	Match.com
– a	crowdsourcing	marketplace	like	Amazon	Mechanical	Turk
– or	a	funding	platform	like	Kickstarter

The rich get richer, the poor get poorer

Serge	Abiteboul 16Cerna	2018



Data	analysis:	Transparency									

• Example:	lack	of	transparency	in	Facebook	data	
processing
– In	general,	unreadable	End-user	license	agreement

• Users	want	to	control	what	is	recorded	about	
them,	and	how	that	information	is	used

• Transparency	facilitates	verification	that	a	service	
performs	as	it	should,	as	is	promised

• Also	allows	a	data	provider	to	verify	that	data	are	
well	used	as	it	has	specified.
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Privacy	in	data	analysis

• When	publishing	
statistics,	

protect	individuals
• Anonymization	
• Differential	privacy

Already	studied	a	lot
Many	open	issues
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Neutrality

Net	and	platform	neutrality	(CNNum report)
• net	neutrality	- the	network	is	transporting	
data	with	no	bias	based	on	source,	
destination,	content	…

• platform	neutrality	- big	internet	platforms	
should	not	discriminate	in	favor	of	their	own	
services

• Related	to	fairness	and	diversity,	verified	with	
transparency	tools
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Issues:	Verifying	these	properties

• Tools	to	collect	data	and	analyze	it	responsibly
• Tools	to	verify	that	some	analysis	was	performed	
responsibly

• Easier	if	responsibility	is	taken	into	account	as	
early	as	possible,	responsibility	by	design	

• To	check	the	behavior	of	a	program,	one	can	
– Analyze	its	code	≈	proof	of	mathematical	theorems
– Analyze	its	effect	≈	study	of	phenomena	(such	as	
climate	or	the	human	heart)

Serge	Abiteboul 20Cerna	2018



Verification:	code	analysis
• Possible	if	open-source	- otherwise	auditing
• Easier	with	open-source
– not	sufficient:	bug	in	the	SSL	library	of	Debian
– Weak	secrecy	of	keys	for	2	years

• Specify	properties	that	should	be	verified
• Verification	based	on	static	analysis,	in	the	spirit	of	

theorem	proving
• Lots	of	work	in	different	areas

– security,	safety,	optimization,	privacy
• Little	on	responsibility
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Verification:	analysis	of	effects

• Statistical	analysis
– Detect	biases
– Detect	illegal	use	of	protected	attributes

• Verify	transparency	
• Verify	“loyalty”	
– The	system	behaves	like	it	says	it	does

• Example:	Google	Ads	Settings	&	AdFisher
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Google	Ads Settings
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Anonymized
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Transparency	and	accountability

• Analysis	by	AdFisher
• Doesn’t	behave	how	it	says
– Choice	of	ads	is	based	on	more	data	that	it	says

• E.g.,	protected	attributes
• Eg:	males	were	shown	ads	for	higher-paying	jobs	
significantly	more	often	than	females

• Some	control	on	the	ads
– Removing	an	interest	decreases	the	number	of	ads	
related	to	that	interest

– Eg:	cats	
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Verification: provenance

• Provenance	helps	verifying	the	analysis
• Common	for	scientific	data,	essential	for	
verifying	that	data	collection	and	analysis	
were	performed	responsibly

Issue:	provenance	and	verification
Issue:	reproducibility
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Conclusion

Many	societal	and	political	issues	today	are	
related	to	personal/social	data	management
The	issues	are	clearly	not	only	technical
It	is	time	to	learn	how	to	do	things	correctly
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LE COLLÈGE
LES CHERCHEURS D’AUJOURD’HUI 
NOUS LIVRENT, SIMPLEMENT, CLAIREMENT, 
L’ÉTAT DE LEUR SAVOIR

TERRA DATA
Depuis des milliers d’années, nous collectons de l’information
et utilisons des algorithmes. Mais récemment, la récolte a
littéralement explosé : les technologies numériques nous
permettent de créer, de stocker des données en très
grande quantité, et désormais de transformer l’information.
Ordinateurs personnels, professionnels, objets connectés,
réseaux sociaux… Chacun de nous contribue activement,
consciemment ou non, à bâtir un nouveau continent,
la Terra Data, que certains n’hésitent pas à qualifier de
« nouvel or noir ». Entre promesses et menaces, quelle société
se dessine derrière cette avalanche d’information ? Que peut-
on en attendre ? Faut-il s’en inquiéter ?
Cet ouvrage nous invite à décrypter le phénomène, pour agir
en faveur d’une utilisation des données responsable et
humaniste. Utilisateurs, ingénieurs, entreprises : ces enjeux
nous concernent tous !

Serge Abiteboul, chercheur en informatique chez Inria (Institut de recherche en
informatique et en automatique), est le commissaire scientifique de l’exposition
TERRA DATA. Nos vies à l’heure du numérique (Cité des Sciences, avril 2017). Il est
notamment l’auteur, avec Gilles Dowek, du Temps des algorithmes (Le Pommier,
2017). 
Valérie Peugeot est chercheuse en digital studies à Orange Labs, membre de la
CNIL (Commission nationale de l’informatique et des libertés), et présidente de
l’association Vecam.

www.universcience.fr, rubrique conférences 
www.editions-lepommier.fr
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http://binaire.blog.lemonde.fr


